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Geodesic Propagation for Semantic Labeling
Qing Li, Xiaowu Chen*, Yafei Song, Yu Zhang, Xin Jin, and Qinping Zhao

Abstract—This paper presents a semantic labeling framework
with geodesic propagation. Under the same framework, three
algorithms are proposed, including geodesic propagation (GP),
supervised geodesic propagation (SGP) for image and hybrid
geodesic propagation (HGP) for video. In these algorithms, we
resort to the recognition proposal map and select confident pixels
with maximum probability as the initial propagation seeds. From
these seeds, the GP algorithm iteratively updates the weights of
geodesic distances until the semantic labels are propagated to
all pixels. On the contrary, the SGP algorithm further exploits
the contextual information to guide the direction of propagation,
leading to better performance but higher computational com-
plexity than GP. For video labeling, we further propose the HGP
algorithm, in which the geodesic metric is used in both spatial
and temporal spaces. Experiments on four public datasets show
that our algorithms outperform several state-of-the-art methods.
With the geodesic propagation framework, convincing results for
both image and video semantic labeling can be obtained.

Index Terms—Semantic Labeling, Geodesic Propagation, Label
Transfer, Indicator, Video Labeling

I. INTRODUCTION

SEMANTIC labeling, or semantic segmentation, is a basic
topic in computer vision and image understanding. The

main objective of semantic labeling can be described as
assigning a specific category label to each pixel in an image
or a video frame. In recent years, many semantic labeling
approaches (e.g., [1]–[11]) have been proposed due to the
rapid development of recognition [12]–[17] and segmentation
[18]–[22] algorithms. Among these approaches, some of them
proposed to solve this problem with learned generative or
discriminative models [9], [10], [23], [24]. These approaches
often require training datasets containing fixed categories. Typ-
ically, most learning-based approaches construct conditional
random fields (CRFs) over pixels (or superpixels, which are
small coherent regions) and their major differences lie in
the energy functions and inference algorithms. Since such
learning-based models often need to be trained over dataset
with fixed categories, they may fail when encountering objects
in unknown categories. In this case, we need to re-train the
whole model with additional categories so as to adapt to the
new objects.

With the increasing availability of large-scale image collec-
tions (e.g, LabelMe [25], Flickr database [26]), the data-driven
methods have been proposed for nonparametric semantic seg-
mentation [27]–[29]. Among these methods, the concept of
label transfer is proposed, which aims to transfer the labels
from the annotated similar images to an input image. Usually,
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Fig. 1. Our objective is to get the semantic labeling of the input image. This
figure shows our results on CamVid dataset and MSRC dataset. Best viewed
in color.

these methods have to address two key issues. The first issue is
how to retrieve similar images from a large-scale database for
a given input image. The second issue is how to parse the input
image with the annotated similar images. In these two issues,
the former has been well studied in previous works (e.g.,
[30], [31]), while the latter needs a precise matching between
the retrieved images and the input image, which remains
a challenging task. Typically, these data-driven approaches
require complicated matching process between all pixels (or
superpixels) from the retrieved images and the input image.
Such matching process can be extremely time-consuming and
often require certain kinds of post-smoothing through CRF or
MRF (markov random field) optimization.

In most cases, the CRFs are slow in solving many vi-
sion applications and can obtain optimal solution only for
limited functions [8]. Besides, some foreground/background
segmentation approaches [3], [18], [32], [33] work robustly
by employing the geodesic distance metric. These methods
avoid constructing CRFs and have no energy minimization
step. Their solutions are obtained by labeling the pixel with
a specific category, which has the smallest geodesic dis-
tance from known seeds to the pixel. In order to avoid the
disadvantages of CRFs, we also resort to geodesic distance
metric. To the best of our knowledge, geodesic metric is
well studied in object segmentation or matting, while less
studied in semantic labeling. The user-aided scribbles provide
sufficient information of foreground/background objects [33]–
[35], and are commonly taken as the initial seeds. However,
these scribbles lack category information. Hence, to apply
geodesic distance, we need to address the problem of gen-
erating appropriate category seeds first. Here, we benefit from
recent recognition methods and propose an approach to select
seeds in an automatic manner.

To make our semantic labeling more adaptive to the number
of category, we follow the idea of label transfer. Instead of us-
ing the precise matching in typical label transfer methods, we
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take partly the matching of a little number of superpixels. In
addition, we find that the contextual information is important
in revealing the relationship of different categories [23], [36]–
[39]. For example, the cow usually appears in concurrence
with the grass in the natural scenes. It is observed that similar
images have similar objects and contexts. Therefore, we take
advantage of contextual information in similar images to guide
the labeling process of an input image, which is one of the key
differences between our approach and previous label transfer
methods.

In this paper, we propose a framework for the semantic
labeling of both image and video, including two algorithms
for image and one algorithm for video. The two algorithms
for image are denoted as geodesic propagation (GP) and
supervised geodesic propagation (SGP). The major difference
between these two is that SGP follows the label transfer idea
and utilizes contextual information, while GP does not. In our
framework, GP performs faster than SGP, while SGP obtains
more accurate results. We propose these two algorithms to give
users choices according to their needs. These two algorithms
have similar pipeline: given the recognition proposal map of
the image, confident pixels with maximum probability are
selected as the initial seeds. The geodesic distance is then
defined on a manifold. Based on the geodesic distance, the
semantic labels are simultaneously propagated from the initial
seeds to the rest of image pixels. In our SGP, an indicator
implying the contextual information of similar images is
exploited to guide the propagation. For video labeling, a hybrid
geodesic propagation algorithm is proposed as an extension.
The geodesic metric is used in both spatial and temporal
spaces. Results of experiments on four public datasets show
that our algorithms outperform several learning-based methods
as well as label transfer models. In addition, a comprehensive
analysis is conduct to reveal the roles of different parts in our
framework (e.g., the performance of different features).

Our main contributions include: (1) We propose a semantic
labeling framework based on geodesic distance metric, con-
sisting of three propagation algorithms. (2) SGP algorithm
exploits the contextual information of similar image to guide
the propagation. (3) Geodesic propagation is extended to video
semantic labeling.

The rest of this paper is organized as follows. Related
works are reviewed in Sect. II. The system framework is
briefly described in Sect. III. Our GP and SGP algorithms
are described in Sects. IV and V, respectively. The extension
of geodesic propagation to video labeling is presented in Sect.
VI and experiments are conducted in Section VII. Finally, we
conclude the whole article in Sect. VIII.

II. RELATED WORKS

We will briefly review related work in two aspects: semantic
labeling and geodesic segmentation.

Semantic labeling. Shotton et al. [7] detail a novel approach
for learning a discriminative model of object classes, which
incorporating texture, layout, and context information effi-
ciently in a CRF model. To make efficient training, they exploit
both random feature selection and piecewise training methods.

Xiao and Quan [40] propose a powerful multi-view semantic
segmentation framework for street scene images with MRF
model. In their work, a multi-view semantic segmentation
method is developed to recognize and segment each image
into semantically meaningful regions. Similar to [40], [41], the
GIST feature and boosting classifier are adopted in our system,
however, we use geodesic propagation to get the deterministic
solution while [40], [41] use CRF or MRF to get the optimal
solution. In addition, we utilize the contextual information of
both the similar images and the test image itself, while [40],
[41] utilize only the contextual information of the test image
or test sequence.

Liu et al. [27] address the semantic labeling in a non-
parametric scene parsing approach, which is denoted as label
transfer. They utilize a coarse-to-fine SIFT flow algorithm
to build correspondence between similar images and the test
image. Based on the dense scene correspondence, their system
warps the existing annotations, and integrates multiple cues
in a MRF framework to label the test image. Though it is a
promising work, there still exists much room for improvement
in terms of efficiency. Another nonparametric image parsing
work is proposed by Tighe and Lazebnik [28]. It works by
scene-level matching with global features, superpixel-level
matching with local features, and MRF optimization for in-
corporating neighborhood context. These two nonparametric
methods both require precise matching in an existing large-
scale database. Moreover, without retrieved proper images, the
parsing performance will be severely affected.

Based on the image parsing idea of these two methods
[27], [28], a certain scene parsing method has been proposed
to address the proper matching in [29]. To assure that the
retrieved images are proper for label transfer, Zhang et al.
[29] firstly obtain multiple image sets to cover all semantic
categories in the input image. Then a KNN-MRF matching
scheme is proposed to build dense correspondence between
the input image and each retrieved image sets. A MRF
optimization is used based on those matching correspondences.
Compared with these label transfer methods, our framework
utilize the similarity of retrieved images without precise pixel-
level or superpixel-level matching.

Geodesic segmentation. Geodesic distance is the shortest
path between two points in a feature space. It is used as a
metric to classify pixels by Bai and Sapiro [18]. They obtain
the weighted geodesic distance on the base of spatial and
temporal gradients, thus can compute the distance and segment
the image in linear complexity. The approach proposed by
Price et al. [3] is also based on the idea of geodesic distance.
To avoid the bias of seed placement and the lack of edge con-
straint in geodesic, Price et al. [3] combine geodesic distance
information with edge information in a graph cut optimization
framework. Gulshan et al. [32] introduce Geodesic Forests,
which exploits the structure of shortest paths in implementing
the star-convexity constraints. The star-convexity prior is used
in an interactive setting. Inspired by these works, we adopt
the geodesic distance metric in our framework.



4

Boosted 

model

Annotated dataset

Input image Output labelingInput image

Proposal map

Output labeling

Geodesic propagation

369 Iteration 496 Iteration 561 Iteration

Features

Fig. 2. The pipeline of our framework. Given the input image, we infer its proposal map using the boosted model learned on the annotated dataset. The
initial seeds for geodesic propagation are selected based on the proposal map. The initial geodesic distance map is defined as: the higher probability, the
smaller distance. With the computed weights based on features extracted from the image, the geodesic distance is updated during propagation. Finally the
labels of seeds are propagated to the rest image pixels.

III. FRAMEWORK

In our framework, we propose three algorithms based on
geodesic metric. The basic pipeline of the two algorithms
for image segmentation are shown in Fig. 2. The HGP is
an extension by applying geodesic propagation in spatial-
temporal space. All the three algorithms in our framework
follow the basic idea of geodesic propagation. In this section,
we will describe how we introduce the geodesic distance into
our multi-class labeling work.

Inspired by Bai and Sapiro [18], we take the definition that
geodesic distance is the smallest integral of a weight function
over all possible paths from the seeds to a pixel [18]. Our
objective is to assign each pixel a category label which has
the smallest geodesic distance. We use geodesic distance to
measure the weight between points in the feature space. Let
the image be represented by a graph G, where each pixel
is a vertex v ∈ V and each edge connects two neighboring
pixels. The weight W of edge E on G denotes the smoothness
relationship between neighboring pixels. Many features can
be embedded into the weights. To propagate correct labels,
we exploit intra contextual information of the input image by
using various features, such as color, texture and boundary
features. To take account for spatial adjacency, an important
factor in image labeling, we define a path C between any two
vertices v′,v as:

C(v′, v) = (v′ = v0, v1, . . . , vn = v), (1)

with vi,vi+1 being adjacent neighbors on G.
For any vertex v on G, the geodesic distance of category l

is defined as the minimum weighted distance dl(v, sl|C) from
v to a closest seed sl ∈ Ωl. Ωl is the seed set of category l.
The formulation is given by

Dl(v) = min
sl∈Ωl

min
C(v,sl)

dl(v, sl|C). (2)

Based on the definition of geodesic distance, the vertex v
is labeled as:

L(v) = l∗ = arg min
l∈L

Dl(v). (3)

W
V C(v’’’, v, l2)

WC(v’’’, v, l2)

C2(v’, v, l1)
WC2(v’, v, l1)

WC ( ’ l )

V’’’

WC1(v’, v, l1)
C1(v’, v, l1)

C(v’’,v, l1)

WC(v’’,v, l1)

V’V’’

Fig. 3. Illustration of geodesic distance. The red vertex v′ and v′′ belong to
the same class l1, and the green vertex v′′′ belongs to the class l2. The vertex
v is an unlabeled point and needed to be assigned a class label. Suppose there
are two paths from v′ to v (one solid red line and one dashed red line), and
one path from v′′ to v (one dotted red line). The distance of v to l1 is the
shortest one between C(v′, v, l1) and C(v′′, v, l1). Without loss of generality,
we suppose WC(v′′,v,l1) < WC2(v′,v,l1) < WC1(v′,v,l1). Then Dl(v) is
WC(v′′,v,l1). Meanwhile, the distance of v to l2 is WC(v′′′,v,l2). Suppose
WC(v′′,v,l1) < WC(v′′′,v,l2), then according to equation 3, v is assigned
the label of v′′ (l1, visualized in red).

As illustrated in Fig. 3, the vertex v′ and v′′ visualized
as red points belong to the same class l1, and the vertex
v′′′ visualized as a green point belongs to the class l2. The
vertex v is an unlabeled point and needed to be assigned a
class label. Suppose there are two paths from v′ to v and
one path from v′′ to v. The geodesic distance of each path
is denoted as W , which is computed as the accumulation of
W (i, j) on the path. According to equation 2, the distance
from v to the class l1 is the shortest one between C(v′, v, l1)
and C(v′′, v, l1). Without loss of generality, we suppose it is
C(v′′, v, l1). Meanwhile, the distance from v to the class l2
is C(v′′′, v, l2). Then according to equation 3, the vertex v is
assigned the class l1(in red) by comparing C(v′′, v, l1) with
C(v′′′, v, l2).

Based on the above definition, we apply geodesic distance
to semantic labeling. Since geodesic framework is sensitive
to the initial seeds, seed localization is important. Different
from the interactive way used in previous works [3], [18], we
localize robust seeds automatically inspired by recent work
on recognition [7]. The geodesic weight is set in a color
feature space for GP algorithm, and in hybrid feature space
of color and boundary for SGP algorithm. An obvious differ-
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(a) seed localization (b) color model

Fig. 4. (a) Robust seeds are localized by Mean-shift estimation on semantic
proposal map. (b) Probability density estimation for horse class.

ence between GP and SGP is that an indicator implying the
contextual information is exploited to guide the propagation in
SGP. Additionally, we extend geodesic propagation to video
semantic labeling. The geodesic metric is used in both spatial
and temporal spaces.

IV. GEODESIC PROPAGATION

Given an input image I , the semantic labeling is to assign
each pixel x ∈ I with a certain label l ∈ L, where L =
{1, · · · , N}. We build up a 4-neighbor-connected graph G =
〈V,E〉 on the image lattice. We then select robust seeds to
propagate labels throughout the whole image. Parts of this
section have previously appeared in [42].

A. Seed localization

Previous works [3], [18], [32] utilize manual scribbles,
which take subjective prior into the segmentation task, as the
initial seeds for each category or object. Instead, we take a
dynamic seed selection strategy for geodesic propagation. To
exploit the inherent possibility in training image, we learn a
recognition model based on the training set, and predict the
recognition proposal for each input image with this recognition
model. The 17 dimension raw texton features and Joint Boost
algorithm [7] are used in the learning of recognition model.

The recognition proposal map of an input image gives a
rough distribution of objects. Based on this proposal map, we
localize robust vertices, which have the maximum probabilities
for each category, as the initial seeds. Each selected seed
s ∈ S is assigned with the corresponding label ls, and the
initial geodesic distance d(s) is derived from the estimated
probability pms(s) using Mean-shift:

d(s) = logpms(s), s ∈ S. (4)

B. Edge weight

In order to propagate confident labels to appropriate pixels,
various image features should be elaborately designed. These
features can indicate real objects distribution on the input
image, and guide geodesic propagation approaching to the
inherent labeling. Based on the recognition proposal, we
incorporate global color features to measure the weight of
edges on G.

Usually, the color distribution is diverse across all objects
of a category. However, in the input image, the estimated color
distribution across a few instances is compact. Such estimated
color distribution captures more precise image-specific appear-
ance feature than former class-specific recognition system.

Moreover, it can capture several clusters in feature space,
demonstrating a capacity to handle inner-class variety.

Here we calculate the expected color histogram H(x|li)
of the recognition proposal p(l|I) for each category. Under
the assumption of Gaussian Mixture Model in HSV color
space, we estimate the color likelihood p(x|l) through EM
algorithm. By Bayesian theorem, we further calculate the
posterior probability p(l|x) = p(x|l)p(l)/

∑
i p(x|li) which

indicates how likely the pixel x belongs to the label l. Fig.
4(b) illustrates probability estimation for cow and grass in
HSV color space. With the definition above, the edge weight
is defined as:

wc(x, x′|l) =
‖p(l|x)− p(l|x′)‖
p(l|x) + p(l|x′)

. (5)

C. Propagation

According to Section III, the solution to semantic labeling is
formulated as how to compute the shortest geodesic path from
each pixel to the initial seeds. We propose a geodesic prop-
agation algorithm generalized from Fast Marching Algorithm
[43] to simultaneously propagate the geodesic distance of all
classes efficiently. For a pixel x, if one label li is propagated
to x earlier than other labels, then the corresponding geodesic
distance Dl(x) to li is shorter than others. We propagate
all labels simultaneously to the entire image, and once the
geodesic path of label li reaches pixel x, its shortest geodesic
distance minl∈LDl(x) is determined. The time complexity of
the algorithm is independent of the number of categories, thus
our algorithm is more efficient than other labeling algorithms
especially for multi-class labeling, as shown in Fig. 5(a).

Algorithm 1 Geodesic propagation algorithm
Require: candidate seed set S = {vi : (xi, yi, pi, li), i ∈

[1, S], li ∈ [1, N ]}.
Ensure: label set L = {li}, where li ∈ {1, · · · , N}

1: Put all nodes vi into unlabeled set Q;
2: Push S into reachable queue QR;
vi ← head of QR, and put vi into labeled set L;

3: choose any neighbor node {vj} of vi;
4: push vj in Q into QR;
5: Update vj in QR

if Di +Wij < Dj then
update Dj with Di +Wij ;
assign li to lj ;

else
Dj and lj remain;

end if
6: Repeat (3) to (5) until QR is empty.

During geodesic propagation, each vertex has three statuses:
labeled, reachable and unlabeled. The labeled vertex is as-
signed label determinately, as well as its minimal geodesic
distance. The set of reachable vertices includes the neighbors
around the labeled vertices. The reachable vertices are sorted
according to their geodesic distance and put into the ordered
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Fig. 5. The efficiency of our algorithm. The complexity of GP algorithm is
(a) independent of the number of categories, and (b) increases linearly with
the image size.
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Fig. 6. The workflow of SGP algorithm. Given the input image, we get
its similar image set from the annotated dataset using Gist retrieval (Section
V-A). The boosted model is trained on this similar image set. Besides, the
propagation indicator implying the contextual information is trained on the
similar image set as well (Section V-C).

queue QR. Other vertices are marked as unlabeled to indicate
that the geodesic propagation has not reached them yet.

Our algorithm iteratively selects the vertex vi of the mini-
mum distance in the reachable queue QR, sets vi as labeled,
and propagates labels to its neighboring vertices, until the
reachable queue is empty.

Similar to the Dijkstra algorithm, our algorithm can effi-
ciently compute the best labeling with minimal distance from
each pixel to the initial seeds. The time complexity of the
proposed algorithm only depends on the image resolution.
Moreover, we implemente an untidy queue introduced in [44].
The computational time increases linearly with the image size,
as shown in Fig. 5(b).

V. SUPERVISED GEODESIC PROPAGATION

The GP algorithm encodes less contextual relationship be-
tween objects. Therefore, we propose a supervised geodesic
propagation algorithm encoding context constraints. Since
SGP utilizes the contextual information of similar images, it
is similar to semantic label transfer method [27], in that it
transfers the labels from the annotated similar images to the
input image. In this section, we describe our SGP algorithm,
as well as the difference between SGP and GP. Parts of this
section have previously appeared in [45].

The pipeline of our SGP algorithm is illustrated in Fig.
6. Given an input image, we first obtain the similar image
set from the annotated dataset using Gist matching [31]. We
infer the proposal map of the input image for seed selection.
Then the proposal map, the texture and boundary features
of the input image, and the contextual similarity of the

similar images are integrated into geodesic propagation to get
semantic labeling result.

In this section, each superpixel spi is a vertex v in graph
G, and is assigned a specific label l contained in the dataset
through geodesic propagation procedure. The edge set E
consists of the edges between neighboring vertices. We de-
fine the weight of edge W (spi, spj) on a hybrid manifold,
incorporating texture and boundary features. The edge weight
indicates the smoothness between neighboring vertices spi and
spj .

A. Similar image matching

In order to transfer the labels of annotated images to the
input image, first we need to select proper images. These
proper images have similar semantic categories and contextual
information to those of the input image. How to retrieve
proper similar images is not the main focus of this paper.
Thus we use gist matching which is commonly used in recent
label transfer methods [27]–[29]. The gist descriptor [31]
is employed to retrieve the K-Nearest Neighbors from the
dataset, and similar image set is formed with these neighbors.
After gist matching, the K-Nearest neighbors in the similar
image set are re-ranked in the following way. We over-segment
the input image and each of its similar image R ∈ {R}
using the algorithm described by Arbelaez et al. [19]. Then
each superpixel spi ∈ I is matched to a proper superpixel
r(spi) ∈ R which has the smallest matching distance to spi.
The following distance metric is used to compute the matching
distance in the re-ranking procedure. Given two images I and
R, the matching distance Dr(I,R) is scored as:

Dr(I,R) =
∑

spi∈I,r(spi)∈R

∥∥(fvspi − fvr(spi))
∥∥2
, (6)

where fvspi is a 22 dimension descriptor of spi, including
average HSV colors, coordinates and 17 dimension filter
responses [7] of spi (other filter responses can also be used,
e.g., [46]). The Euclidean distance metric is used in our imple-
mentation. After re-ranking the gist similar images according
to their matching scores, we get the top K similar images,
which are denoted as {RK}. In our experiments, we use {RK}
as the similar image set instead of {R}.

B. Proposal map for seed selection

The images in {RK} imply the possible categories in the
input image. We assume that categories l ∈ {RK} cover all
the categories in I . To exploit the inherent possibilities, the
similar image set RK is used as the training set for the input
image I to learn the recognition model. The training process
is identical to that of Section IV-A.

When we get the recognition proposal map of I , the
initial geodesic distances of all classes for each superpixel
are defined according to this proposal map. Each superpixel is
temporarily assigned the initial label which has the maximal
probability pl(spi). According to equation 7, we get the initial
geodesic distance of each superpixel with their temporary
class. Then a distance map of the input image can be obtained:
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superpixels with higher probabilities will have smaller initial
geodesic distance. In each propagation step, the undetermined
superpixel with the smallest distance of all classes is selected
as the current seed (see Section V-E for more details).

Disinitial(spi) = 1− pl(spi). (7)

C. Propagation indicator

Each image R ∈ {RK} is similar to the input image
in some aspects, such as the appearance and the contextual
information. Thus we assume that the contextual similarity
between the similar image set and the input image can provide
useful information for parsing the input image. Based on
this assumption, we take a supervised indicator for label
propagation. A set of classifiers is learned on the similar image
set to guide the propagation, and each semantic category has
its corresponding classifier. We denote these classifiers as the
propagation indicators. In this section, we introduce how to
get the indicator of each category. More details about how
these indicators work in the propagation procedure will be
introduced in Section V-E.

Our indicator is used to classify whether to propagate label
from superpixel spi to its neighbor spj in the input image.
For neighboring superpixels which are classified as the same
category, we propagate current label; otherwise we do not.
Our propagation indicators for each category are trained using
random forests [47], [48], a competitive non-linear model
that predicts by averaging over multiple regression trees. The
random forests implementation available online [49] is used
with default parameters in our algorithm.

To generate training samples for the indicator of each
category l in {RK}, we get all neighboring superpixel pairs
(spi, spj) as well as their category labels lspi

and lspj
, ac-

cording to the annotation. Note that pair (spi, spj) is different
from pair (spj , spi). For each pair (spi, spj), we denote
fv(spi, spj) = 〈fvspi , fvspj 〉 as a 44 dimension feature vec-
tor, which includes 22 dimensional features of both fvspi and
fvspj

. If lspj
is consistent with lspi

, then fv(spi, spj) is taken
as a positive sample of the indicator of label lspi

, otherwise
a negative sample. All the features in fv are normalized in
the range of [0, 1]. In the testing procedure, we extract the
fv(spi, spj) feature vector of neighboring superpixels, and
then get the confidence produced by the trained classifier as
an indicator value for propagation. As shown in equation 8,
Tl(spi, spj) is the indicator function, conl(spi, spj) is the

The 616 iterationThe 313 iterationThe 1 iteration

(a) (b) (c)( ) ( ) ( )

Fig. 8. Illustration of supervised propagation. Dark green means superpixels
determinately labeled as the grass and dark blue determinately the cow.
Light green means superpixels temporarily labeled as the grass and light blue
temporarily the cow. Take 313 iteration for details. (a) In the first status, the
current seed is selected and its label is determined as grass. (b) In the second
status, we get the undetermined neighboring superpixels of current seed. We
only show parts of its neighbors for clarity. The intra features of the input
image and our indicator jointly decide that whether to update the current label
and distance of these neighhors. (c) In the third status, one neighbor is updated
while the other is not. Then it is ready for the next iteration.

confidence and φ is the threshold for indicator. The illustration
of the indicator sample is shown in Fig. 7.

Tl(spi, spj) = 1[conl(spi, spj) > φ]. (8)

D. Edge weight

To measure the weight of edge Wspi,spj on graph G, here
we integrate two components: the texture component and
the boundary component. The weight function W between
neighboring vertices is demonstrated in equation 9. Regions
of different categories can commonly present apparent texture
disparities. Thus we use a texture descriptor to measure
the Wtexture(spi, spj) with Euclidean distance metric. This
texture descriptor consists of average HSV colors and 17 filter
responses features [23].

The boundary, as significant local changes, carries strong
information for object distinction. In this section, we apply
reliable Berkeley edge detector [19] combining color, bright-
ness and texture cues to capture the boundary confidence. The
weight function for boundary component Wbdry is defined
in equation 10, in which θ is the threshold for boundary
confidence Pb(·). We detect the boundaries at pixel level and
then convert these boundary confidences into superpixel level.

W (spi, spj) = λ1Wtexture(spi, spj) + λ2Wbdry(spi, spj),
(9)

where Wtexture and Wbdry are obtained by the texture com-
ponent and the boundary component, respectively. λ1 and λ2

are tuning parameters.

Wbdry(spi, spj) = Pb(spi, spj , θ). (10)

E. Supervised propagation

Our supervised propagation algorithm starts with the initial
geodesic distance and initial labels for all the vertices. Similar
to algorithm 1, undetermined vertices will be put into the
unlabeled set Q and sorted for current seed selection, which
has minimum geodesic distance. Once a vertex is selected as
seed in a step, it is removed out of the set Q with its semantic
label being determined. The difference from algorithm 1 is that
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Fig. 9. Multiple features. (a) The 17 filter responses [23], including texture
pattern and layout. (b) The 12 dimension DOOG filters responses [50]. (c)
The 12 dimension texton responses [50]. (d) The color and the position of
each superpixel. (e) The contextual texture of neighboring superpixels.

the weight of edge W (spi, spj) and propagation indicator are
integrated in the propagation iteration to decide how to update
geodesic distance. In each step of geodesic propagation, the
geodesic distance between a labeled seed and its neighboring
undetermined superpixels have to be updated according to
corresponding indicator. Suppose spi is labeled as lspi

and
spj has undetermined label, then employ the propagation
indicator of category lspi

to get the indicator confidence
value Tl(spi, spj). Thus the contextual similarity between the
input image and its similar image set can guide its semantic
labeling. Our supervised propagation algorithm is summarized
in Algorithm 2. More details are illustrated in Fig. 8.

Algorithm 2 Supervised geodesic propagation algorithm
Require: Vertices with initial geodesic distance and label.
Ensure: Label set L = {lspi

}, where spi ∈ superpixel{I},
lspi ∈ {1, · · · , N}
1: Put all vertices into unlabeled set Q;
2: vi = minQ(Dis(Q)), set lvi = current(lvi)

put vi to labeled set L, remove vi from Q.;
3: Get neighbor set {vj} of vi,{vj} ⊂ Q;
4: Update geodesic distance;
for each vj ∈ {vj} do

if (W (vi, vj) < θe) and T (vi, vj) is true then
update Dis(vj) with Dis(vi) + κW (vi, vj);
assign lvi to lvj ;

else
Dis(vj) and lvj remain;

end if
end for
5: Repeat (2) to (4) until Q is empty.

F. Variations on parts and features

Our SGP framework consists of the boosted model, the
indicator, the edge weight and the propagation algorithm.
Each part is designed intuitively, so that our algorithm can
work efficiently. We figure out the effect of each part in the
experiments (Section VII-C). The algorithm implemented in
each part can also be replaced by other promising algorithms
if necessary.

The simple 22 dimension features we use in our SGP
framework exploit the texture layout, the texture pattern, the
color and the position of each superpixel (as shown in Fig.
9). We try to exploit more features on both texture layout and
pattern.

Key frame Key frameInput frame sequence

…

Ground truth Ground truth
Spatial geodesic propagation

…

Temporal geodesic propagation

…

Fig. 10. The pipeline of our hybrid geodesic propagation for video. Given
the key frames as well as their label annotations, we propagate the semantic
labels throughout the whole video. In both spatial and temporal propagation,
geodesic distance is exploited to propagate accurate label.

Considering that we only take the features of each individual
superpixel, we take the contextual texture of neighboring
superpixels into the feature descriptor to test the performance
of our framework. However, these contextual textures make
no noticeably better results. Our simple 22 dimension features
have exploited the texture layout well. We also try the texture
pattern features used in [50]. The experimental results reveal
that, these texture pattern features can improve the perfor-
mance of our framework. The visualization of our features
is illustrated in Fig. 9. More details about this experiment will
be described in Section VII-C.

VI. HYBRID GEODESIC PROPAGATION

Many studies pay attention to video segmentation, such as
video object segmentation [33], [51], [52] and video labeling
[53]–[55]. However, these methods do not apply geodesic
metric for video labeling. We extend our framework to video
semantic labeling with a hybrid geodesic propagation. Since
object in neighboring frames are temporally consistent, we
propagate labels with geodesic distance in spatial-temporal
space. Our hybrid geodesic propagation includes two folds
of propagation: spatial geodesic propagation and temporal
geodesic propagation. The pipeline is shown in Fig. 10. The
annotated key frames are used as the training images. The
semantic labels of these annotated key frames are propagated
throughout the whole video. In the spatial geodesic propaga-
tion, we propagate label for each frame independently. In the
temporal geodesic propagation, we propagate label throughout
the whole spatial-temporal space. We first predict the labels for
each frame using the supervised geodesic propagation as de-
scribed in Section V. The geodesic propagation in Section IV
can also be used. Then to smooth the temporal inconsistency
between neighboring frames, we establish a geodesic-based
MRF model.

In this section, we apply a pixel-level SGP framework in the
spatial propagation step. The predicted labels for each single
frame are used as the initial labels for the temporal propagation
step. Since the spatial-temporal consistency is not considered
in the SGP algorithm, the individual label results are not
consistent in the spatial-temporal space. It is observed that
the inconsistencies commonly appear around the boundaries
between semantic objects, see Fig. 11 for example. Besides,
computation on the whole video data is consuming. Hence, in
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frame fiframe fi-1frame fi-2 frame fi+1 frame fi+2

… …

inconsistent region of fi-1 inconsistent region of fi inconsistent region of fi+1

…

…

MRF model

Fig. 11. Illustration of our MRF model. For frame fi, comparing its label
result of SGP with that of neighboring frame fi−1 and fi+1, we obtain the
inconsistent region of fi. White pixels indicate the points which have different
predicted labels in these frames. We establish MRF model based on the
inconsistent region. Nodes in same color have temporal correspondences, and
nodes in different color of a inconsistent region have spatial correspondences.

video propagation we focus on these inconsistent regions. To
identify these regions, we match any two neighboring frames
using the optical flow available at [56], and register them
into a unified coordinate system. A point, which is predicted
with different labels in neighboring frames, is identified as the
inconsistent point. For a single frame, its inconsistent region
consists of the projected pixels of the inconsistent points,
compared with its forward and backward neighboring frames.

MRF model. In the spatial-temporal space, we establish a
pixel-based MRF model, where each inconsistent pixel is a
node in this model, and each edge connects two neighboring
pixels. We denote neighboring pixels which have spatial
relationship as spatial neighbors, and those have temporal
correspondence as temporal neighbors. For a pixel, it has at
most four spatial neighbors and two temporal neighbors. Since
the inconsistent regions of each frame are not identical, the
number of neighbors for each node is not fixed, ranging from
one to six. We encode geodesic distance as well as the texture
features into the MRF model. Fig. 11 illustrates our MRF
model.

E(L|I) =
∑
i

ψi(li) + λ
∑
ij

ϕij(li, lj). (11)

Geodesic distance as unary term. Based on SGP frame-
work, we have the probability map for each frame. We localize
the pixel which has the highest probability as the robust seed
for each category in each frame. These seeds are excluded
out of the inconsistent region. According to our definition
of geodesic distance (Section III), we compute the geodesic
distance of each node and convert the distance to the node
potential. For a node i, its potential for category l is denoted
as 1 − disi(l), where disi(l) is its geodesic distance. We
normalize these potentials and use them as unary term ψi(l).

Pair-wise term. For an edge which connects node i and
j in the MRF model, we compute the feature distance Dij

between i and j, and encode this Dij into the pair-wise
term ϕij . We formulate ϕij in equation 12, where nc is the
number of category. The feature we used in this section is
a 23 dimensional feature vector, which is a combination of

previous 22 dimensional feature and a frame index.

ϕij =

{
(1−Dij)/nc, labeli = labelj
Dij/(nc

2 − nc), otherwise
. (12)

We adopt loopy belief propagation algorithm available at
[57] to obtain the smoothed label prediction.

VII. EXPERIMENTS

In this section we test the performance of our GP and
SGP on several challenging datasets as well as the compar-
ison between these two algorithms, and compare our results
with several state-of-the-art works. The experiment of video
propagation is demonstrated subsequently.

A. Dataset

In our experiment, we use four public datasets:
CamVid dataset. The Cambridge-driving Labeled Video

database (CamVid, Brostow et al. [58]) is the first collection
of videos with object class semantic labels. It provides 701
still images taken under different lighting conditions (day and
dusk). The images in the original dataset are at the size of
960× 720 and cover 32 object classes. To make comparison
with others, we group the dataset into 11 major categories
and resize the images to 480×360 pixels as Zhang et al. [29].
The 11 categories are building, tree, sky, car, sign-symbol,
road, pedestrian, fence, column-pole, sidewalk, and bicyclist.
Besides, we use void label to indicate pixels not belonging to
the 11 categories. In this dataset, 50% images are randomly
split into the training set, and the left are used for testing.

MSRC dataset. The Microsoft Research Cambridge dataset
(MSRC, shotton et al. [7]) is composed of 591 images of 21
object classes. We randomly split this dataset, 55% for training
and 45% for testing, as suggested by Shotton et al. [7]. Each
class contributes approximate proportion. The void label is
used to cope with pixels not belonging to any class in the
dataset, and the manual labeling is not aligned exactly with
boundaries. Image in this dataset is at 320×213 resolution.

CBCL dataset. the CBCL StreetScenes dataset (CBCL,
Bileschi [59]) contains 3547 still images of street scenes,
which includes nine categories: car, pedestrian, bicycle, build-
ing, tree, sky, road, sidewalk, and store. The pedestrian,
bicycle, and store are not included in our testing, which is
same with the setting of Zhang et al. [29]. To compare with
Zhang et al. [29], we resize the original images to 320×240.
50% images are randomly selected for training, and the left
are used for testing.

LHI dataset. We use a subset of LHI dataset (Yao et al.
[60]), including 400 images of 17 categories. We randomly
split the dataset into 235 training images and the rest the test-
ing images. Image resolution of this dataset is also 320×213.

B. GP performance

We test the performance of our geodesic propagation on the
four datasets. The semantic labeling results are denoted as GP
results for clarity. Fig. 12 shows the GP results of the four
datasets.
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Fig. 12. Our GP results on the four datasets.
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Fig. 13. Our SGP results on the four datasets.

Label accuracy is computed as percentage of image pixels
assigned to the correct category label. Some classes such as
grass, sky, road and book have high labeling accuracy, while
some complex objects like body and some classes with limited
training data such as bird, boat are not good enough. The
comparison of labeling accuracy is listed in Table I. The global
average accuracy on CamVid, MSRC, CBCL and LHI datasets
are 82.37%, 73.41%, 75.31% and 80.4%. Our GP algorithm
performs better than Shotton et al. [7] on MSRC dataset and
better than Zhang et al. [29] and Shotton et al. [11] on CBCL
dataset. The accuracy of Shotton et al. [11] on CBCL dataset
is obtained from Zhang et al. [29].

In GP algorithm, the labeling is processed pixel by pixel,
and the minimal distance of each single pixel only depends
on its nearest neighbor along the geodesic path. The spatial
constraint is relatively weak, therefore the algorithm prefers to
label pixels which are similar in the feature space, not in the
physical space. With this property, the algorithm does well in
the interior region of object than graph cuts algorithm. A good
probabilistic color model will give a good performance. Note
that our GP result is weak at localization of object boundary.

TABLE I
COMPARISON OF SEMANTIC LABELING ACCURACY OVER FOUR DATASETS.

Method CamVid MSRC CBCL LHI
Zhang et al. [29] 84.4% - 72.8% -
Shotton et al. [7] - 72.2% - -
Shotton et al. [11] - - 61.9% -
Our GP 82.37% 73.41% 75.31% 80.4%
Our SGP 87.76% 77.13% 71.7% 81.29%

This is due to the lack of explicit spatial constraint.

C. SGP performance

We test the performance of our supervised geodesic prop-
agation on the four datasets. In our experiments, the training
procedure of Joint Boost model takes about 40 seconds per
image and the training of propagation indicator for each image
is also about 40 seconds. The propagation takes about 5
seconds. On each dataset, we set 500 rounds to train the Joint
Boost model for each test image. Some results on the four
datasets are shown in Fig. 13.
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Fig. 14. Category accuracy comparison on CamVid dataset (SGP). The
accuracy is located at the top of corresponding bar. Our algorithm is better
than Zhang et al. [29] expect for the category of ‘sidewalk’.
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Fig. 15. Category accuracy comparison on MSRC dataset (SGP).

CamVid dataset. We use 5 similar images for each test
image to train the propagation indicator. The threshold θe and
φ are set to be 0.8 and 0.75, respectively. The segmentation
accuracy of our SGP is 87.76% as shown in Table I.

The comparison of category accuracy with Zhang et al. [29]
is shown in Fig. 14. Our algorithm obtains higher category
accuracy than theirs except for the ‘sidewalk’ category. In this
dataset, ‘sidewalk’ is similar with ‘road’ in appearance while
our algorithm gets higher accuracy of ‘road’. To address the
problem, we may consider more details of appearance in future
work.

MSRC dataset. We use 10 similar images for each test
image to train the propagation indicator. The threshold θe and
φ are set to be 0.5 and 0.4, respectively. The accuracy of our
SGP algorithm on this dataset is 77.13%.

Our algorithm performs best on this dataset. The comparison
of category accuracy with Shotton et al. [23] is shown in
Fig. 15. Our algorithm performs better for major categories
except for a few classes which are ‘grass’, ‘tree’, ‘cow’ ,‘sign’
and ‘body’. The categories ‘sign’ and ‘body’ exhibit various
appearance in color and texture, thus make the retrieved similar
image set imprecise. The similar images of ‘grass’ consist of
some sheep and cow images thus make the accuracy of ‘grass’
low.

CBCL dataset. We use 5 similar images for each test image
to train the propagation indicator. The threshold θe and φ are
set to be 0.3 and 0.6, respectively. The accuracy on this dataset
is 71.7%. Although our SGP is not the best on this dataset
(about 1 percent lower than Zhang et al. [29]), we perform
better than Shotton et al. [11] which has accuracy of 61.9%.
The comparison of category accuracy with Zhang et al. [29] is
shown in Fig. 16. Our algorithm performs similar or slightly
better than [29] on ‘buildings’, ‘roads’ and ‘sidewalks’.

LHI dataset. We use 10 similar images for each test image.
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Fig. 16. Category accuracy comparison on CBCL dataset (SGP).
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Fig. 17. The effects of different parts in our supervised geodesic propagation.

The threshold θe and φ are set to be 0.8 and 0.7, respectively.
The accuracy on this dataset is 81.29%.

We test different parts, different parameter values and dif-
ferent features on three datasets(CamVid, MSRC, CBCL) to
explore their importance and influence in the SGP algorithm.

Different parts. To analyse how our indicator and geodesic
weight influence the performance, we test our method with 4
different configurations: our method without SGP, our method
without indicator, our method without intra features and our
SGP. Our method without SGP produces initial labeling results
of boosted model without supervised propagation. This shows
the influence of the Joint Boost model trained on the similar
image set. Our method without indicator means the indicator
is not involved in the propagation. In another word, the
T (vi, vj) is not considered into the if conditional judgement
of Algorithm 2. This configuration shows the effect of our
indicator. Our method without intra features indicates that
W (vi, vj) is not considered into the if conditional judgement
of Algorithm 2. The performance of our SGP is demonstrated
in Table I. Here we illustrate it again for clear comparison
with other three configurations.

From Fig. 17, we can see that the configuration without
indicator gets poor accuracy, thus proving that our indicator
is useful and important. As our method without indicator
involves only the weight of intra features and gets poor result,
we test our method without intra feature and find that the
influence of intra features is weaker than that of the indicator.
However, comparing our method without intra features with
our SGP, we can see that the intra features can slightly
improve the final results. The configuration of our SGP gets
the best performance.

Different parameters. In the configuration of our SGP, two
thresholds are involved: θe and φ. θe implies the importance
of geodesic distance weight while φ denotes the effect of our
indicator. To analyse the effect of φ, we fix θe; Also, we fix
φ when we analyse θe. In the configuration of Our method
without indicator, we test different values of θe. Fig. 18 shows
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TABLE II
ACCURACY COMPARISON OF DIFFERENT FEATURES

CamVid MSRC CBCL
SGP with our features 87.76% 77.13% 71.7%

SGP with texture pattern features 87.81% 77.28% 71.98%

the effects of different values on CamVid dataset, MSRC
dataset and CBCL dataset. In these three figures, the blue
line, which denotes the initial labeling accuracy of boosted
model without our supervised geodesic propagation, is shown
for clearer comparison. The red line shows the accuracy of
different φ with fixed θe while the green line is the accuracy
of different θe with fixed φ. The magenta line denotes the
accuracy of different θe without indicator. To avoid the noises
of parameters, we get the values of θe and φ for each dataset,
and set them these values when they are fixed. These values
are: θe = 0.2 and φ = 0.75 on CamVid dataset, θe = 0.5 and
φ = 0.4 on MSRC dataset, θe = 0.8 and φ = 0.7 on CBCL
dataset.

In the subfigure of CamVid dataset, according to the red
line, we can see that global accuracy increases significantly
when the value of φ changes from 0.1 to 0.7. When φ is
higher than 0.6, indicator plays an important positive role
in the propagation (this part of red line is above the blue
line). There is slightly accuracy variation when the value of
θe changes as shown in the green line, proving that current
features for the geodesic distance weight make little effect on
this dataset. The magenta line shows that when the indicator
is not taken into the propagation, the edge weight can not
improve the accuracy compared with the initial accuracy.

In the subfigure of MSRC dataset, the indicator plays an
important positive role in the propagation when the value of
φ is lower than 0.7 (this part of red line is above the blue
line). When the indicator with an appropriate φ is involved, as
shown in green line, the final accuracy is always higher than
the initial accuracy regardless of the value of θe (more than
two percentages). Without indicator, the accuracy decreases
with the increment of θe. According to the magenta line, the
final accuracy is higher than the initial accuracy when θe is
lower than 0.4.

In the subfigure of CBCL dataset, comparing the red line
with the blue line, we can see that indicator improves the
final accuracy when φ is higher than 0.5. The green line is
above the blue line which shows that a appropriate φ can
make good effect on the final accuracy. In the green line, the
accuracy changes slightly when the value of θe changes. In
the magenta line, the accuracy decreases apparently without
indicator, proving that our indicator takes an important role in
the propagation.

Different features. We test other features to figure out the
scalability of our framework. We employ the 29 dimension
texture features of [50] in the learning of the propagation
indicator. Our original 22 dimension descriptor is expanded to
51 dimension. Compared with our features, the 51 dimension
features can improve the final accuracy of the three datasets
as shown in Table II. It shows that if the features are selected
appropriately, our framework can get better performance.
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Fig. 18. The influence of different parameter values on CamVid, MSRC and
CBCL datasets. The blue line denotes the initial label accuracy of boosted
model. The red line shows the accuracy of different φ with fixed θe while
the green line is the accuracy of different θe with fixed φ. The magenta line
denotes the accuracy of different θe without indicator.

TABLE III
TIME COMPARISON BETWEEN GP AND SGP

Time complexity CamVid MSRC CBCL LHI
GP 1.26s 0.34s 0.33s 0.31s

SGP 8.29s 4.32s 2.71s 2.88s

Feature selection attracts attentions of many works, and is
beyond the scope of this paper.

D. Comparison between GP and SGP

We compare our GP and SGP in terms of accuracy and
time complexity. The accuracy comparison is shown in Ta-
ble I. Our SGP performs the best on the CamVid, MSRC
and LHI datasets, our GP performs the best on the CBCL
dataset. With the supervision of contextual information, SGP
algorithm performs better than GP algorithm. Compared to
other datasets, the retrieved similar images in CBCL dataset
have weaker similarity to the test image. Thus the indicators
trained on the similar images are not so efficient as they are
in other datasets. In other words, the contextual information is
not well exploited. In this case, the GP gives an encouraging
performance to propagate labels in feature space.

Since the GP algorithm does not need supervision in prop-
agation, it performs faster than the SGP algorithm. We record
the average consuming time to label an image in the four
datasets. All the experiments are implemented on the same
computers. Table III shows the consuming time comparison.
According to this table, the GP algorithm performs much faster
than the SGP algorithm.

According to the comparisons, users can choose appropriate
algorithm in different cases. When users have a requirement of
accuracy, they can resort to SGP algorithm. When they need
a result in a limited time, they can resort to GP algorithm. It
just depends on the situation.

E. Video geodesic propagation

We test our hybrid geodesic propagation on two video
sequences taken from CamVid dataset: (1) Camseq01, 101
frames from seq16E5 15Hz sequence. (2) Camvid seq05,
first 3000 frames from 0005VD sequence (original seq05VD
sequence). Both sequences depict driving scenes and include
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Frame 1129Frame 1124Frame 1119Frame 1114

Frame 1149Frame 1144Frame 1139Frame 1134 Frame 1149Frame 1144Frame 1139Frame 1134

Frame 1169Frame 1164Frame 1159Frame 1154

Fig. 19. The result of video propagation. These frames are from CamVid
sequence Seq06R0. Semantic labels are overlaid on the image.

TABLE IV
VIDEO PROPAGATION COMPARISON

RK frames Camseq01 Camvid seq05
1 5 10 15 1 15 30

DP-MRF [55] 305 120 84 75 1017 342 201
Our method 243 112 91 88 618 284 257

32 classes. For comparison, we resize images to 398x530
and choose the top 10 frequently appeared classes from 32
classes for evaluation as [55] did. Each frame in Camseq01 is
labeled manually while one frame in every 30 frames is labeled
manually in Camvid seq05. We only use labeled frames for
training and evaluation.

The quantitative comparison with [55] is shown in Table IV.
The metric is the average number of incorrect pixels over all
frames in hundreds of pixels (the standard metric in previous
work [53]–[55]). We evaluate our algorithm with variant values
of the similar images number RK (number of labeled frames).

For sequence Camseq01, we use 1, 5, 10 and 15 similar
images to train the recognition model. Our algorithm performs
better than [55] with 1 and 5 similar images. Since this
sequence is obtained by moving straight along the street,
the RK images have high similarity. Thus for computational
efficiency, we select two frames for value 5, four frames for
values 10 and 15 to train the indicator.

For sequence seq05, our algorithm performs much better
than [55] with 1 and 15 similar images. In the values of
15, 30, 45 and 60, the recognition model is trained on the
corresponding number of similar images. However, due to the
limited physical memory, the training of indicator is based on
ten similar images. With the increase of RK value, [55] obtains
decreasing average errors obviously while ours are stable. The
average error of value 45 and 60 are listed in supplementary
materials. Fig. 19 demonstrates our video propagation results
of other sequence. For more video results, please refer to the
supplementary materials.

VIII. CONCLUSION AND DISCUSSION

In this paper we propose a semantic labeling framework
with geodesic propagation. Under the same framework, three
algorithms are proposed, i.e. GP, SGP and HGP. GP and SGP
are provided for image semantic labeling, and HGP is extended

for video labeling. We generate appropriate propagation seeds
based on recognition proposal map. Confident pixels with
maximum probability are selected as the initial seeds. From
these seeds, the GP algorithm iteratively updates the weights
of geodesic distances until the semantic labels are propagated
to all pixels. SGP exploits more contextual information than
GP to guide the propagation direction. In HGP algorithm, the
geodesic metric is used in both spatial and temporal spaces.
Experiments on four public datasets show that our algorithms
outperform the traditional learning-based methods and the
previous label transfer methods. Each part in our framework,
such as the recognition model, the color model, the features
or the boost algorithms can be replaced by other promising
ones. Our contribution focuses on the geodesic propagation
framework.

Limitations and future work. As we suppose the similar
image set covers all categories in the input image, our algo-
rithm is sensitive to the retrieved similar images. If the re-
trieved images have little similarity with the test image, or the
retrieved images do not have the category in testing stage at all,
our algorithm will fail. In the future, we will pay attention on
how to retrieve similar image set of high quality. Meanwhile,
we will test our framework on more public databases. Since
the feature design is not the focus of our work, we feed a set
of simple features into the geodesic propagation framework. In
the future, we will consider more appropriate visual features as
well as other methods for generating initial seeds (e.g., [61]).

Note that we do not embed smoothness term in our propaga-
tion explicitly, thus gives rise to some un-smoothed segmenta-
tion results. We could use some optimization algorithm, such
as graph-cut, to smooth the results. However, a better solution,
which we are attempting to do, would be to embed the smooth
term into the geodesic propagation more efficiently.

In terms of video labeling, HGP performs in spatial and
temporal space separately. A better solution may be a simulta-
neous propagation in the whole spatial-temporal space instead
of the inconsistent regions. Thus the MRF optimization for
HGP can be replaced by simultaneous propagation.
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